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Abstract 

We present measurements of correlated bb cross sections, ,U - p correlations, 

the average BOB0 mixing parameter g, and a limit on the CP violating pa- 

rameter ~8, For these measurements, we use muon pairs from bb double 

semileptonic decays. The data used in this analysis were taken with the Col- 

lider Detector at Fermilab and represent an integrated luminosity of 17.4 f0.6 

pb-‘. The results concerning bb production correlations are compared to pre- 

dictions of next-to-leading order QCD computations. 

PACS numbers: 13.85.Qk, 13.20.Jf 

Typeset using REV’I&X 
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I. INTRODUCTION 

Production of b quarks in high energy pp collisions constitutes a useful process for the 

study of perturbative &CD. The cross section for inclusive b quark production at fi = 

1.8 TeV has been measured using semileptonic decays of B hadrons and exclusive B meson 

decays [l-3]. Th e results of these measurements are systematically higher than the next-to- 

leading order (NLO) QCD prediction. 

A recent measurement of the p - 5 cross section [4] has given valuable information on the 

production of a pair of b quarks. The p - b cross section has been measured as a function of 

the b jet transverse energy (ET = E sin 0 where 6’ is the polar angle from the proton beam), 

the b transverse momentum, and the azimuthal opening angle between the ~1 and the 6 jet. 

In addition to a higher value, the p - b cross sections show some qualitative differences in 

the shapes between the measurement and the NLO QCD prediction on bb production. Thus, 

another independent study of bb production is important to test the NLO QCD calculation. 

In this paper, bb production is studied using dimuon events in which each muon comes from 

a b decay. These results provide information on the production of bb pairs [5] with lower 

transverse momentum values for the bottom quarks (&(&) = 6 - 12 GeV/c) than the /.L - b 

cross section measurement (E+(i) = 25 - 80 GeV/c). 

BB hadron pairs generated by the fragmentation of bb pairs may also be used to study 

the weak interaction phenomena of BOB0 mixing and CP violation. Measurements of BOB0 

mixing can be used to impose constraints on elements of the Cabbibo-Kobayashi-Maskawa 

matrix [6]. Studies of CP violation in the B system are of fundamental importance in under- 

standing the Standard Model. As an extension of the bb production correlation analysis, we 

also report on a measurement of BOB0 mixing and a limit on CP violation in BOB0 mixing. 

In the CDF experiment, dimuon events result from decays of heavy quark pairs (tE, bb, 

cc ), the Drell-Yan process, charmonium and bottomonium decays, and decays of r or K 

mesons. Background in these dimuon events also comes from the misidentification of x and 

K as muons. We make use of the precision tracking provided by the CDF silicon vertex 
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detector to identify muons from B decays. The long lifetime of B hadrons [T-lo], coupled 

with the precision tracking, enables separation of bb events from the background events. 

Specifically, the impact parameter (to be defined in Section IV) of a muon track is used 

to determine the b& content of the dimuon events. We measure the integral cross section 

for b$ production as a function of &(b). The production correlations of a muon pair from 

bb decay are also studied by examining the distribution of the opening angle between the 

muons and the muon PT distribution. A comparison of the number of bb events with like-sign 

(LS) and opposite-sign (OS) d’ lmuons yields a value of the average BOB0 mixing parameter, 

X. In addition, the asymmetry between the number of p+p+ and p-p- events is used to 

place a limit on the real part of E B which gives rise to CP violation in BOB0 mixing [ 111. 

Sections II and III describe the detector systems relevant to the analysis and the data 

selection, respectively. The method used for the measurements is discussed in Section IV. 

The results of the b6 production correlation measurements are presented in Sections V and 

VI. In Sections VII and VIII, we describe the results of the mixing and the CP violation 

analyses. S ec ion IX closes with a discussion of the experimental results and a comparison t’ 

with the theoretical predictions. 

II. DETECTOR 

In CDF, the proton beam direction defines the z axis, T is the radius in the plane 

transverse to the beam, 4 is the azimuthal angle, and 6’ is the polar angle with respect to 

the proton direction. The pseudorapidity 17 is defined as 7,~ E -In tan(0/2). In this section, 

we describe subsystems of the CDF detector relevant to the analysis. More details and 

desciptions of other detector components can be found in [12]. 

A. Tracking System 

The CDF central tracking system consists of a solenoid magnet with a field of 1.4 Tesla 

containing 3 main detectors: the silicon vertex detector (SVX) [13], the vertex time projec- 
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tion chamber (VTX), and the central tracking chamber (CTC) [14]. Closest to the beam 

line, the SVX consists of four layers of silicon strip detectors extending f 27.3 cm in z from 

the center of the detector. The SVX is designed to provide precision tracking in the T - 4 

plane. The innermost layer is located at a radius of 2.9 cm and has a spatial resolution 

of 13 pm. Surrounding the SVX is the VTX, a time projection chamber consisting of 28 

modules and covering the pseudorapidity region ]v] 5 3.5. At the Tevatron, pp interactions 

occur along the beam axis according to a Gaussian distribution with width of 27 cm. The 

VTX allows the determination of the interaction vertex position in z with a resolution of 

1 mm. The CTC is a cylindrical drift chamber which provides three dimensional tracking 

measurements for charged particles. The CTC consists of 84 layers of sense wires grouped 

into 9 superlayers and covers radii from 28 cm to 132 cm. The momentum resolution of 

the CTCis ~PT/PT = 0.002P T where PT, defined to be P sin 8, is in GeV/c. For a charged 

particle track reconstructed in both the CTC and SVX, the PT of the track is determined 

with the improved momentum resolution of ~PT/PT = fi.0009PT)2 + (0.0066)2. 

B. Muon System 

Muon candidates are identified by two different subsystems in the central region (1~1 < 

0.6). The central muon system (CMU) [15] ’ 1 IS ocated behind 5 absorption lengths of material 

and consists of four layers of drift chambers covering about 84% of the solid angle for 

171 5 0.6. Th e central muon upgrade system (CMP) [16] is 1 ocated behind an additional 3 

absorption lengths of material, covers 63% of the solid angle for ]q] 5 0.6, and significantly 

reduces misidentification of hadrons as muons. About 53% of the solid angle for ]q] 5 0.6 

is covered by both systems. A set of more than 2 hits in radially adjacent wires in a muon 

detector is identified as a muon track segment and its momentum is measured using the 

CTC track extrapolated to the muon track segment. 
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C. Trigger 

CDF collects data using a three-level trigger system. The data used in this analysis were 

collected with a dimuon trigger. The Level 1 central dimuon trigger requires two muon track 

segments in the CMU with PT greater than 3 GeV/c. At Level 1, the PT of a muon track 

segment is roughly measured using the drift time difference between layers in the CMU. The 

Level 2 trigger requires at least one of the two muon track segments to match a track in the 

CTC as found by the Central Fast Tracker (CFT) [17], a ar h d ware track processor. The CFT 

determines the PT of a charged track with a momentum resolution of 6Pr/PT = 0.035PT. 

The trigger requires the muon track segment and a CTC track with PT 2 3 GeV/c to 

lie within A4 5 15”. In addition the hadronic energy deposition in the calorimeter tower 

pointing to the muon segment is required to be greater than 0.5 GeV, as expected for a 

minimum ionizing particle. The Level 3 trigger performs full event reconstruction. At Level 

3, the dimuon trigger requires two CMU muon segments, each of which is matched to a 

CTC track which has been fully reconstructed in 3 dimensions. The PT of each muon track 

is required to be greater than 2 GeV/c at Level 3. 

III. DATA SELECTION 

Muons are selected in the analysis by requiring PT 2 3 GeV/c for each muon and a 

matching between the extrapolated CTC track and the muon segment within 3u in the 

T - 4 plane and &2 c in t, where d is a standard deviation including the effect of multiple 

scattering and energy loss. In addition a muon segment in the CMP chamber is required in 

order to minimize misidentification of muons due to hadronic punchthrough. In order to use 

the SVX precision tracking for muons, we require the event interaction vertex 1~01 < 30 cm. 

We also require the impact parameter of a muon track (to be defined in Section IV) to be 

less than 0.06 cm. With this impact parameter cut, we remove almost all of the cosmic ray 

events, which have a uniform impact parameter distribution. Dimuon events from cascade 
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decays of a b quark (b --f plcX, c -+ /QY) and J/$J d ecays are removed by requiring the 

dimuon invariant mass to be greater than 5 GeV/c 2. This data selection yields 4750 events 

corresponding to an integrated luminosity of 17.4 f 0.6 pb-’ 

IV. IMPACT PARAMETER FITTING METHOD 

The impact parameter, d, of a track is defined as the distance of closest approach to 

the primary interaction point (the beam line) in the transverse plane. For tracks coming 

from decays of long lived particles, d = lP7ct sin(a)/, where t is the proper decay time of 

the parent particle from which the track originates, S is the decay angle of the daughter 

track with respect to the direction of the parent particle, and P7 is a Lorentz boost factor. 

The position of the beam line is measured by averaging the pp interaction positions of data 

collected over periods during which the proton-antiproton beam profile is constant. The 

impact parameter of a daughter muon is proportional to the lifetime of the parent particle. 

The markedly different impact parameter distributions expected for muons from b decays, c 

decays, and other sources allows the parent fractions to be determined. 

A. Fitting Procedure 

In this section, we describe a method to determine the bb content of the data using the 

muon impact parameter. The procedure is to fit the observed impact parameter distributions 

in the dimuon data with the expected impact parameter distributions of muons from various 

sources. 

After data selection, the main sources of reconstructed muons are semileptonic decays 

of bottom and charm hadrons, prompt decays of bottomonium, the Drell-Yan process and 

decays of x or K. The contributions of cosmic ray interactions and top quark production 

are found to be negligible in the data [18,19]. Monte Carlo methods are used to establish 

the impact parameter distributions for muons from b and c decays as shown in Figure 1. 

We use the ISAJET Monte Carlo program [20] t o g enerate bb events, the CLEO Monte 
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Carlo program QQ [21] to decay B hadrons, and a full detector simulation of CDF to 

model the detector’s response. Since lifetimes of bottom and charm hadrons (CQ - 45Opm 

and CrD ~200~rn [ll]) are much greater than the impact parameter resolution of the SVX 

(- 15pm), the dominant factor determining the impact parameter distributions of muons 

from charm and bottom decays is the kinematics of the semileptonic decays, which is well 

described by the Monte Carlo simulation. The fraction of muons from sequential b decays 

(b + CX --+ PLY) is also determined by the Monte Carlo simulation. Muon tracks from 

decays of K or K are regarded as prompt tracks since the CDF track reconstruction algorithm 

removes decay muons from x or K with a large kink. The remaining muons have an impact 

parameter distribution similar to that of prompt tracks in jet data, as shown in Figure 2. 

The jet data is collected with a trigger that requires at least one jet with ET > 20 GeV. 

Tracks in the jet data are mostly of prompt origin and the contribution of tracks from b and 

c decays is found to be small [19]. Th e impact parameter distribution of tracks in the jet 

data, plotted in Figure 1, is used to represent that of muons from prompt sources such as 

bottomonium and the Drell-Yan process. 

Since there are two muons in an event, a fit is performed in the two dimensional space 

of impact parameters. Each axis represents the impact parameter of one of the two muons. 

The two dimensional impact parameter fitting technique exploits the fact that the impact 

parameters for each muon are independent uncorrelated variables. The two dimensional 

template distributions for each type of dimuon event are made by combining the relevant 

one-dimensional distributions. 

A binned maximum log likelihood method is used in the fit. The likelihood, L, can be 

defined as follows: 

L = niIIj(z:j”‘j)e-‘i,j/n(i,j)!) 

lij = fM~~bb(~,j) + fppHpp(i,j) + f.9U171H.9UTIl(i7j) 

where n(&j) is the number of events in the (i,j)th b in. HM and Hpp represent normalized 

two dimensional impact parameter distributions for bb and prompt dimuon events, respec- 
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tively, and f’s are the corresponding fractions of each component. The template distribution, 

H B”rn , is formed from the sum of the CC component, H,,, (both muons from c decay) and 

the component, Hbp, representing events with one prompt muon from the decay of a r or 

a K and one muon from a b decay. With our statistical accuracy, these two components 

can not be extracted separately from a simultaneous fit since the distributions are similar 

to each other as shown in Figure 3. The relative fraction of the two components in H,,, 

is set to be equal and variations of f~ due to different relative fractions are included in the 

systematic uncertainty. The two dimensional template histograms for each component in 

the likelihood are shown in Figure 4. 

We perform the unconstrained fit to the data with PT 2 3 GeV/c for both muons and 

obtain 2471 f 104 bb events, 1628 f 188 prompt dimuon events and 652 f 157 H,,, events, 

where the errors represent the 1~ uncertainty of the fit corresponding to a change in the 

log likelihood of 0.5. For a comparison of the data and the fit result, projections of the two 

dimensional impact parameter distributions onto one axis are plotted in Figure 5. The x2 

for this fit is found to be 0.98 per degree of freedom. In Figure 5, we note that in the large 

impact parameter region the contribution of the bb component is dominant and it is this 

region which determines the bb fraction. 

The fit can be performed for like-sign (LS) and opposite-sign (OS) dimuon events sep- 

arately. In LS events, there is no contribution from CC decays. The prompt LS events are 

from decays-in-flight and hadronic punchthroughs only since muon pairs from the Drell-Yan 

process and ‘I decay are of opposite-sign. From the fit with the different likelihood func- 

tions, we obtain 838 f 53 LS bb events and 1669 f 88 OS bb events where the uncertainties 

are statistical. These results will be used in Section VII for the mixing analysis. 

We also developed an independent method to determine the bb fraction in LS dimuon 

events (see the Appendix). With this method, we find the number of LS bb events to be 

801 f 102, which shows good agreement with the result of the impact parameter fitting. 
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B. Systematic Uncertainties in the fit 

The systematic uncertainty of the fit results from the uncertainties in the shapes of the 

impact parameter distributions for muons from b decays and prompt muons, and the physics 

backgrounds such as muons from c decays. 

The impact parameter distribution of muons from b decays has some dependence on 

input parameters to the Monte Carlo simulations. Variation of the average B lifetime by 

&Is% [7] changes the bb fraction by f5% in the fit. We also take into account the effect 

of the resolution difference between the Monte Carlo sample and the data. For tracks in a 

jet, the Monte Carlo resolution (- 19pm) is found to be different from the data resolution 

(- 23pm). We have degraded the Monte Carlo resolution by this difference and used the 

degraded impact parameter distributions for muons from b decays to determine the central 

value of the bb fraction. The difference in the fraction of bb events is found to be 7% and 

we include this as a systematic uncertainty. The effect of the uncertainty on the fraction of 

sequential decay muons on the fit has been studied by varying the b fragmentation [22,23] 

and the branching ratios of semileptonic decays of charm and bottom hadrons [24]. The 

bb fraction changes by f0.5%. 

As shown in Figure 2, the impact parameter distribution of jet tracks generally agrees 

with that of decay muons from A or K. Small variations of the shape of the prompt muon 

impact parameter distribution negligibly affect the bb fraction since it is sensitive to the large 

impact parameter region where the contribution of prompt muons is negligible. Fitting with 

impact parameter distributions of various sources of prompt muons such as the Drell-Yan 

process, bottomonium decays, and decays of ?r or K, we obtain *l% systematic uncertainty 

in the bb fraction. 

In the H,,, term of the likelihood function, we have fixed the relative fraction of cz events 

and events with a muon from a b decay and a prompt muon. By varying the relative fractions 

of each component in H,,, fully from 0% and lOO’?j’ o, we get f4.7% fractional change in the 

bb fraction. Events with a muon from c decay and a prompt muon may also contribute to the 
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data. However, the two dimensional impact parameter distribution for these events is very 

close to that of prompt dimuon events and the inclusion of this component in the likelihood 

negligibly affects the fit fractions (5 0.5%). 

The systematic uncertainties of the fit are summarized in Table I. The total systematic 

uncertainty in the two dimensional fitting method is estimated to be ?y:g%. 

V. INTEGRAL 6& CROSS SECTION 

We measure the bb cross sections with different PT thresholds for the b quark using three 

exclusive data sets representing three distinct intervals in PT(P~) for PT(P~) 2 3 GeV/c: 3 

GeV/c 5 PT(/J~) 5 5 GeV/c, 5 GeV/c 5 P&b) 5 7 GeV/c, and PT(,s~) 2 7 GeV/c. We 

assign the two muons in an event randomly to the two bottom quarks, thus introducing no 

kinematical bias. Specifically, we assume that the first and the second muon are decayed 

from b and b respectively even though we do not identify the parent quark explicitly. Each 

data set is used for a measurement of the integral bb cross section with the corresponding 

PT constraint for the b quark as discussed below Section V.B. The bb cross section is given 

bY 

c~(pp 4 b&X) = Nbb 
.I- Ldt - Br(b -+ pX)2 - E,,~ - A 

where N& is the number of bb dimuon events and Br(b + pX) is the branching ratio for 

the muonic decay of B hadrons (0.103 f 0.005) [24]. Th e integrated luminosity J Ldt used 

here is 17.4 f 0.6 pb- ‘. The combined detector and data selection efficiency is E,,I and A is 

the geometrical and kinematical acceptance for bb dimuon events. 

A. EfRciency 

The efficiencies are defined to be multiplicative so that the efficiencies of each data se- 

lection requirement are independently measured. In this section, we describe the efficiencies 

of the individual selection requirements. 
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The efficiency of the event vertex requirement (~01 5 30 cm is measured using a minimum 

bias data sample which were collected by requiring a pp interaction only. The event vertex 

distribution in the data is parameterized with a Gaussian with a mean of -1.48 f 0.11 cm 

and a width of 26.65 f 0.18 cm [25]. The efficiency is found to be 74.2 f 2.1%. 

The tracking efficiency in the CTC is determined by embedding the CTC hits of Monte 

Carlo simulated muon tracks in the data sample and then counting the number of recon- 

structed muon tracks. We measure the efficiency to reconstruct the two muon tracks in 

b8 events to be 96 f 2%. 

The muon finding efficiency is measured with dimuon events from J/ll, decays. The 

dimuon invariant mass spectrum shows a Gaussian resonance peak at the value of the J/+ 

mass with a flat background distribution. The number of J/11, muons is estimated by sub- 

tracting the side band region (2.9 GeV/c2 5 M,,, 5 3.0 GeV/c2, 3.2 GeV/c2 5 M,, 5 3.3 

GeV/c*) from the J/$J ‘g 1 g’ sl na re ion (3.0 GeV/c2 5 M,, 5 3.2 GeV/c2). By taking the 

ratio of the numbers of J/+ muons before and after the muon matching cuts we measure the 

muon matching efficiency to be 98.7 f 0.27 o w h ere the uncertainty represents the statistical 

error only. In a similiar way the muon reconstruction efficiency in the central muon detector 

(CMU) is found to be 92.1 f 2.2%. The combined efficiency for the two muons is estimated 

to be 82.6 f 4.4%. 

We also measure the trigger efficiency using the side-band subtracted J/T/J sample. The 

measured trigger efficiency at each level is parameterized as a function of the muon PT and 

convoluted with the muon PT distribution obtained from Monte Carlo simulations of b de- 

cays in order to measure the overall trigger efficiency. The combined Level 1, Level 2, and 

Level 3 dimuon trigger efficiencies are listed in Table II for each dimuon data set, where 

the error comes from the uncertainty in the trigger parameterization. 

The track finding efficiency in the SVX is measured by subtracting distributions of like- 

sign dimuon events from those of opposite-sign events. In the resulting distributions, only the 

contributions of events from bb and CE decay, the Drell-Yan process, and T decay remain. 

F&e dimuon events (see the Appendix) equally contribute to opposite-sign and like-sign 
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dimuon candidates and therefore are removed by this subtraction. From a Monte Carlo 

study based on ISAJET [20] and a d t t e ec or simulation, this efficiency is shown to be inde- 

pendent of the event topology and represents the efficiency for bb dimuon events. This also 

represents a combined efficiency of the SVX track reconstruction and the SVX geometrical 

coverage for the two muons in bb events with ]ro] 5 30 cm. The dimuon track finding effi- 

ciency of the SVX is found to be 66.9 f 2.4%. The uncertainty results from the statistics of 

the data sample. 

The efficiencies of the impact parameter requirement d 5 0.06 cm are estimated by a 

Monte Carlo method which consists of ISAJET [20], the CLEO decay package [21], and the 

full CDF detector simulation. The results are shown in Table II. The errors are from the 

uncertainty of the average B lifetime [7] used in the Monte Carlo simulation. 

The efficiency of the dimuon mass requirement M ,,,, > 5 GeV/c’ is obtained by a Monte 

Carlo simulation based on the NLO QCD [5] and the CLEO decay package [21]. The results 

are given in Table II. 

The efficiencies of the trigger, impact parameter cut, and dimuon mass cut exhibit a 

weak dependence on muon PT as shown in Table II. On the other hand, the tracking and 

the muon identification efficiencies are independent of muon PT in the range of interest. 

B. Acceptance 

The acceptance is the probability of a muon pair from bb decay passing through the 

region covered by the muon detectors and satisfying the muon PT requirement. For each 

muon PT range, we define the corresponding PT threshold of bottom quarks (PF’“) as 

the value such that 90% of muons satisfying the PT requirement come from b decays with 

PT 2 PF’,. The values of Pyin are estimated by a Monte Carlo simulation. The Monte 

Carlo program generates bottom quarks using the input spectra from the next-to-leading 

order QCD calculation of bb production [5]. The generated quarks are fragmented to B 

hadrons using the Peterson fragmentation function [22] with E = 0.006 [23]. The B hadrons 
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are decayed by the CLEO Monte Carlo package QQ [21]. For PT(/Q,) 2 3 GeV/c, the 

corresponding PFin for the b quark is found to be 6.5 GeV/c. The PFin values for the b 

quark with PT(/Q,) 2 3 GeV/ c are determined to be 6.5, 8.75, and 12.25 GeV/c respectively, 

for the Pi ranges: 3 - 5 GeV/c, 5 - 7 GeV/c, and greater than 7 GeV/c. In addition the 

rapidity (y) of b and b quarks is required to be between -1.0 and 1.0 in order to cover the 

CMP and CMU fiducial region. The dimuon acceptance is defined as the ratio between the 

number of bb dimuon events satisfying the muon PT constraints and fiducial requirements 

and that of bb dimuon events with PT(b) 2 P,“‘“(b), PT(~) 2 PFin(b), and Iy(b)l, ly(b)l 5 1. 

In the Monte Carlo simulation, muons from semileptonic decays of B hadrons, including 

sequential decays, are propagated to the CMP detector for the acceptance calculation. The 

results are shown in Table III. The systematic uncertainty of the acceptance comes from 

the uncertainty in our model for b quark fragmentation and the fraction of sequential decay 

muons. Changing the Peterson fragmentation parameter [23] by f0.002 results in a &9% 

uncertainty in the acceptance. The effect of the fraction of sequential decay muons on 

the acceptance is studied by varying the relative branching ratio of bottom and charm 

semileptonic decays [24] and is estimated to be f4%. In total, the systematic uncertainty 

of the acceptance is found to be f9.8%. 

C. Nbb 

In order to measure Na, we use the two dimensional impact parameter fitting method as 

discussed in Section IV. In each data set, we perform the fit with the corresponding template 

histograms. The fit results are listed in Table III. 

D. Result 

Our measurements of the bb cross section for PT(b) 2 P,“‘“(b), PT(b) 2 PFin(b), and 

]yb], ]yb] 5 1 are shown in Table III. The systematic errors dominate and are correlated 

for the different measurements. The NLO QCD calculation of bb production is given by 
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Reference [5]. In the calculation, we use the MRSDO structure functions [26], the renor- 

malization scale ~1 = p. = VT$ + (PT(b)2 + PT(b)“)/2, and A5 = 140 MeV with mb = 4.75 

GeV/c2. Figure 6 shows the comparison between the measured bb cross sections and the 

NLO QCD prediction. The uncertainty of the prediction is obtained by varying the QCD 

parameters within the range of acceptable values [27]: p = po/2 - 2po, A5 = 100 - 300 MeV, 

and mb = 4.5 - 5 GeV/c’. The measured bb cross section is consistently higher than the 

prediction of NLO QCD as has been observed in other measurements [l-4]. The shape of 

the bb cross section agrees with the theoretical prediction. 

VI. p - p CORRELATIONS 

We have also investigated correlations between the two muons from bb decays. The 

geometrical correlation is studied by examining the distribution of the opening angle in 

the transverse plane, 6+,,, between the muons with PT _> 3 GeV/c. The two-dimensional 

impact parameter fit is independently performed in each 64 bin to obtain the number of 

bb events. The dimuon cross section in each bin is listed in Table IV. In order to study 

kinematic correlations, the PT(/L~) distribution with PT(j.&b) 2 3 GeV/c is obtained using 

the impact parameter fitting technique for each PT bin. The results are shown in Table IV 

and the errors include both statistical and systematic uncertainties of the fit. 

We compare the observed correlations with a Monte Carlo model based on the NLO 

QCD calculation [5] which g’ Ives the exact bb cross section at O((Y:). The model predicts the 

b quark momentum distribution, the momentum of the B hadron from the momentum of 

the b quark using the Peterson fragmentation function, and the muon momentum from the 

momentum of the B hadron using the momentum distributions of muons in the rest frame 

of B hadrons [28]. We obt ain the predicted dimuon cross section by weighting the Monte 

Carlo events with the branching ratio of B + /AX decay [24] and the efficiencies of the CDF 

detector and data selection. Figures 7 and 8 show a comparison between the measurements 

and the predictions of the model. The QCD calculation uses the MRSDO structure functions 
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[26] and the same QCD parameters as used in Section V.D. The uncertainty of the predictions 

includes the systematic uncertainties of the weights and the uncertainty in the fragmentation 

[23]. Figure 9 shows that the shape of the PT distribution for ~6 agrees well with the 

prediction although the values of the dimuon cross section are significantly higher. The S$ 

distribution from the data also shows reasonable agreement with the model prediction in 

addition to a higher normalization as shown in Figure 9. 

VII. AVERAGE BOB0 MIXING PARAMETER 

The average BOB0 mixing parameter, X, is defined as 

XT 
I’(BO -+ B” -+ p-X) 

l?(B -+ p*X) 

where the numerator includes Bj and B,O mesons and the denominator includes all the B 

hadrons. In the absence of mixing, the double semileptonic decay of a BB pair results in an 

opposite-sign muon pair. A BB pair where one of the mesons undergoes mixing (B” + I?’ 

or vice versa) produces a like-sign muon pair. The BOB0 mixing can be studied by measuring 

the ratio, R, of the number of bb like-sign events to that of b& opposite-sign events. 

The sequential decays (b -+ CX * pY) also contribute to R. The fraction of muons from 

sequential decays, fseg, is found to be 0.123 f 0.015 from a Monte Carlo simulation based on 

the full next-to-leading-order QCD calculation. The uncertainty of the fraction of sequential 

muons (f127) o comes from the uncertainty of the relative branching ratio of bottom and 

charm semileptonic decays (*ll%) [24] and th e uncertainty of the relative muon acceptance 

(f6%). 

In bb dimuon events, the ratio, R, of the number of like-sign events, NLS, to that of 

opposite-sign events, NOS, is related to the time and flavor averaged BB mixing parameter 

x in the following way. 

NLS 
Rx-= 

2fm,(X2 + (1 - X)“) + 2X(1 - x)(1 + f&q) 

Nos (x2 + (1 - x)2)(l + f,‘,,) + 4fsqZ(l - i, 
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where fseq is the fraction of muons from sequential decays. 

The two dimensional impact parameter fitting method is used to determine the number 

of bb events in the like-sign and opposite-sign data samples. The log likelihood functions 

and the fit results for LS and OS dimuon events are described in Section IV where we obtain 

838f53 like-sign (LS) and 1669f88 opposite-sign (OS) events. In opposite-sign (OS) events, 

the inclusion of cZ events results in f4.7% uncertainty in the fit fraction for bb events as 

described in Section IV. Other sources of systematic uncertainties cancel out in the ratio R 

which is measured to be 0.502 f O.O4l(stat) f O.O24(sys). From the observed value of R, 

the BB mixing parameter X is measured to be 0.131 f O.O20(stat) f O.OlG(sys), consistent 

with previous measurements [29-331. 

VIII. CP VIOLATING ASYMMETRY 

CP violation in the B system gives different mixing probabilities for B” and B” mesons 

[34]. In dimuon events from BB decay, the effect of CP violation appears as an asymmetry 

between p+p+ and ,X-P- events where one of the neutral B mesons has mixed. By measuring 

the charge asymmetry we can determine the real part of the CP violating parameters ed and 

E, (341 where the subscript of E represents the light quark flavor of the corresponding neutral 

B meson. 

We measure the number of p+p’ events and p-p- events from bb decays using the two 

dimensional impact parameter fitting technique. From the fit, we obtain 428 f 37 p+p+ 

events and 410 f 37 p-p- events. The observed dimuon charge asymmetry, Ads, can be 

defined as N++ -N-- 

N++ +N-- and is measured to be (2.2 f 6.3) x 10p2. 

In order to extract the dimuon charge symmetry due to CP violation (Acp) from the 

value of Ads, we must account for any experimental bias in the measured asymmetry in 

the number of /J+P+ and P-,U events. This experimental bias may result from the track 

reconstruction or the dimuon trigger. The charge bias of track reconstruction in CDF is 

measured using minimum bias data. By applying the same data selection criteria except 
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for muon identification requirements, we determine the charge asymmetry for single tracks, 

s. The dimuon charge asymmetry is 2 times the single track charge asymmetry, since 

there are two muon tracks in an event, and is found to be (0.7 f 2.5) x 10e2 where the 

error comes from statistics in the minimum bias data. The charge bias of the dimuon 

trigger is studied using the side-band subtracted J/$ sample as described in Section V.A. 

By parameterizing the trigger at each level as a function of muon PT and convoluting the 

PT distribution of muons from b decays for p+ and p-, we obtain (-0.9 f 2.1) x 10e2 for 

the asymmetry of the dimuon trigger. 

The charge asymmetry due to CP violation, Acp, is estimated by subtracting the above 

bias from the measured asymmetry Ad, 

A,, = (2.4 f 6.3(stat) f 3.3(3ys)) x 1O-2 

A muon from sequential B decay will also result in a like-sign muon pair. The contribution 

of sequential muons to A,, must be taken into account and from the phenomenology of CP 

violation in the B system [34], A,, can be expressed as 

A 
CP 
= ‘(l-x) 

D {fdxdpte;;jz + faxa ly\:;2} 

D = 2x(1 - x)(1 + r,‘,,) + 2fs?,{x2 + (1 - %)‘I 

where fd and fs are the fractions of Bj and B,O and Xd and xs are the corresponding mixing 

parameters. The dilution factor D includes the effect of the mixing of the other B meson 

and sequential decays. The fraction of sequential muons (fseg) is found to be 0.123 f 0.015 

from the Monte Carlo calculation as discussed in Section VII. Using the world average value 

of x (0.133f0.011) [ll] we obtain one constraint for four quantities - Re(Ed), Im(ed), Re(es), 

and Im(cs) as follows. 

fdXd Re(Ed) 

1 + lEdI + fsxsl + /es12 
Re(es) = (1.5 f 3.8(&t) f 2.O(sys)) x 1O-3 

Using the values of fd (0.391), fs (0.117), Xd (0.156), and x8 (0.62) from the Particle Data 

Group [II], one can plot the region constrained by the above result in the 3-3 space 
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along with the result on $$- from the CLEO experiment [35] in Figure 10. It shows that 

the result of this analysis is sensitive to a few x 10e2 at la level for Re(Ed,s) and consistent 

with the prediction of the Standard Model for CP violation in the B system (Ed,+ w lo-“) 

WI. 

IX. CONCLUSIONS 

We have presented results on bb correlations, the average BOB0 mixing parameter X, 

and the CP violating parameter cg using dimuon events from bb decay. For the studies of 

bb correlations, we have measured the b& cross section as a function of PT($), the opening 

angle distribution between the two muons from bb decays, and the muon PT distribution 

with a PT constraint on the other muon in b& events. These results show consistently higher 

values than the predictions of the NLO QCD theory. A qualitative picture of bb production 

has been obtained by the studies of p-p correlations. The shape of the muon PT distribution 

agrees well with the theory. The shape of the opening angle between the two muons from 

bb decays is also found to be consistent with the theory within the uncertainties. 

With the same technique used in the bb correlation studies, the BB mixing parameter is 

measured to be 0.131 f O.O20(stut) f 0.016( y ) s s consistent with the previous measurements 

[29-331. W e h ave also searched for CP violation in the B system by measuring the charge 

asymmetry in y+p+ and p-p- events. The result is consistent with the Standard model 

prediction [36]. 
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XI. APPENDIX 

We. present another independent method to obtain the bb fraction in the dimuon data. It 

gives the bb fraction in like-sign (LS) d’ lmuon events only and serves as a check of the result 

of the impact parameter fitting method. 

Reconstructed muons in the CMU detector can be divided into the two types of muons - 

reulmuons and fakes. Realmuons are defined here as muons from b or c semileptonic decays, 

the Drell-Yan process, and T decay. FuLes are defined here to be not realand include muons 

from x or K decays and hadronic punchthroughs misidentified as muons. Reconstructed 

muons in the CMU detector pass through an additional 3 absorption lengths of material 

(iron) and may or may not make muon segments in the CMP detector. The probability of a 

CMU muon making a segment in the CMP chamber, called the CMP efficiency, is different 

for reuZ muons and fakes. For real muons, it is expected to be close to 100% due to the small 

absorption rate of muons for PT > 3 GeV/c. For fakes, most of the hadronic punchthroughs 

are absorbed inside the iron between the CMU and CMP detector but most of the decay 

muons from 7r or K pass through the material to the CMP detector. The CMP efficiency for 

fakes is then expected to be very different from that for Tealmuons, depending on the relative 

fractions of decay muons and hadronic punchthroughs. The principle of this method is to 

fully exploit th e d’ff 1 erence of the CMP efficiencies between real muons and fakes in order to 

obtain the fraction of reuZ dimuons in like-sign(LS) d imuon events. In like-sign events, only 

bb pairs can generate real dimuon events via sequential B decay (b + CX + pY) or BOB” 

mixing and we directly obtain the bb fraction from the fraction of real dimuon events. 

The data sample for the CMP efficiency method is different from the standard data used 

in the impact parameter fitting technique. We require neither a muon segment in the CMP 

nor a track in the SVX and only pL-pL- events are used. In addition, a muon is required to 
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be in the fiducial region of the CMP in order to apply the CMP efficiency method. 

We count the number of dimuon events with both muons having a muon segment in the 

CMP, N2, only one of the muons having a muon segment in the CMP, N,, and neither of 

the muons having a muon segment in the CMP, No. With the CMP efficiency, Q,, for real 

muons and the CMP efficiency, ef, for fakes, we construct three equations for the above 

three different types of dimuon events: 

No = (1 - E~)~M + (1 - eJ( 1 - E~)F~ + (I - E,)~F~ 

Nl = 24 - e,)M + (~~(1 - E,) + e,(l - EJ}F~ + 2~,(1 - E!)F~ 

N2 = t:,M + EDIFY + e;F2 

where the number of real dimuon events (or b$ dimuon events) is represented by M and the 

number of fake dimuon events by F. The subscript of F denotes the number of fakes in an 

event. From the data we have a total of 3423 p-p- events consisting of 592 events for No, 

1430 events for N,, and 1401 events for N2. 

The CMP efficiency for real muons, Ed, is measured to be 0.94f0.01 using dimuon events 

from J/$ -+ p + - p decay. The CMP efficiency for fakes, ef, is determined from the study of 

Ki -+ ?T+?T- decays where the negatively charged pion generates a muon signal in the muon 

detector via decay 7r- -+ P-V,, or punchth rough. We reconstruct Kg events with a negatively 

charged muon signal and a positively charged track and measure cf to be 0.49 f 0.04 using a 

muon leg of the Kg event. From a Monte Carlo study including the full detector simulation, 

the effect of the fakes from kaons on cf is found to be negligible. In p+p+ events, we can 

not determine et in a similar way due to the different punchthrough rates for a pion and a 

kaon [18]. Using the measured CMP efficiencies, we solve the equations and obtain 736 f 89 

events for M where the uncertainty represents both statistical uncertainty and systematic 

uncertainty of the measured CMP efficiencies. 

For a comparison with the result of the two-dimensional fitting method, we convert the 

above number to the number of bb events in the standard like-sign dimuon data where 
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a muon is required to have a muon segment in the CMP and a track in the SVX. From 

the assumption of charge symmetry for bb dimuon events, we can assume Mm- = M++. 

Therefore the number of bb events in the standard like-sign dimuon data, Nis, can be 

calculated using the following relation. 

NhS = 2. M . e2 bb P * E,“, ’ Eimp 

where the CMP efficiency E,, is found to be 0.94f0.01, track finding efficiency in the SVX for 

bb dimuons, E,,,, is found to be 0.669f0.024 (f rom Table II), and the impact parameter cut 

efficiency for bb dimuons, Ei,p, is found to be 0.921 f 0.006 from a Monte Carlo simulation. 

With these efficiencies, we obtain 801 f 102 bb events in the standard like-sign dimuon events, 

which is in good agreement with the result of the impact parameter fit (838 f 53 events from 

Section 1V.A). The result independently confirms the validity of the two dimensional impact 

parameter fitting method. 
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FIG. 1. Impact parameter distributions of muons of various sources with PT > 3 GeV/c. The 

distributions for muons from b and c decays are generated from the Monte Carlo simulation with 

the average CTB = 438pm and cru = 183pm. 
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FIG. 2. Comparison between an impact parameter distribution of jet tracks and that of decay 

muons from ?r or K with PT 2 3 GeV/c. A Monte Carlo simulation is used to obtain the impact 

parameter distribution of decay muons. The ratio of K to r is set to be l/3 in the Monte Carlo 

simulation. 
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FIG. 3. The upper two plots are two dimensional impact parameter distributions for each 

component. The lower plots are projections of these histograms onto one of the two axes. The 

CE component is represented by H,, and the component from events with a muon from a b decay 

and a prompt muon by HbP. 
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FIG. 4. Two dimensional impact parameter distributions from data and each component. The 

template histograms for each component are normalized to 1. 
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FIG. 5. Comparison between the projection of the data distribution and a sum of the 3 

components. The contribution of bb events is denoted by HM, that of prompt dimuon events by 

Hpp, and that of CE events and events with a muon from a b decay and a prompt muon by H,,,. 
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FIG. 6. Integral b$ cross section with J+(b) 2 6.5 GeV/c, Iybl, 1~61 5 1, and P&) 1 P,“‘“(b). 

The uncertainty of the prediction (dashed line) comes from the variation of QCD parameters: 

mb = 4.5 - 5 GeV/c’ , p = ~012 - 2~0, A, = 100 - 300 MeV. 
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FIG. 7. Opening angle distribution between the two muons from bb decays. The data points 

have a common systematic uncertainty of the fit (+y:z%) and of the luminosity(f3.6%). The 

uncertainties of theoretical prediction are from efficiencies, branching ratio of B --+ $L, and the b 

quark fragmentation. 
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FIG. 8. PET distribution for &-(,Lb) 2 3 GeV/c. The data points have a common system- 

atic uncertainty of the fit (+;:z%) and of the luminosity (f3.6%).The uncertainties of theoretical 

prediction are from efficiencies, branching ratio of B + pX, and the b quark fragmentation. 
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the muons in bb events (bottom). The uncertainties include the uncertainties of the data point and 

of the theoretical prediction. 
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FIG. 10. The solid lines represent the fla uncertainties and the dashed line represents the 

measured value of the asymmetry. The hatched region is from the CLEO measurement in BiBi 

sample. The marker X represents the prediction of the standard model. 
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TABLES 

TABLE I. Systematic uncertainties of the fit 

Source Systematic Uncertainty (%) 

B lifetime f5% 

resolution difference +7% 

sequential fraction f0.5% 

prompt muons l l.o% 

charm muons f4.7% 

Total 

TABLE II. Efficiencies 

1 3 GeV/c > 3 GeV/c 1 3 GeV/c 

3 - 5 GeV/c 5 - 7 GeV/c 2 7 GeV/c 

Event vertex 

CTC track finding 

0.742f 0.021 

0.96 f 0.02 

Muon identification 0.826k 0.044 

SVX track finding 0.669 f 0.024 

Trigger 0.832f 0.037 0.847f 0.038 0.848 f 0.038 

Impact parameter cut 0.917 f 0.006 0.9253 0.006 0.930 f 0.006 

Dimuon mass cut 0.906 f 0.001 0.940 f 0.001 0.952 f 0.001 

Combined Efficiency 0.2726 0.023 0.290f 0.025 0.296 f 0.025 
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TABLE III. Integral bb cross sections and individual factors used in the cross section calculations 

PTbb) > 3 GeV/c 1 3 GeV/c 2 3 GeV/c 

3 - 5 GeV/c 5 - 7 GeV/c 2 7 GeV/c 

Nb6 1610 f 87(stut)+;~;(sys) 495 f 46(stat)+;;(sys) 368 f 36( stat)+;z( sys) 

Luminosity 17.4 f 0.6 pb-’ 

Efficiency 0.272 f 0.23 0.290 f 0.025 0.296 f 0.025 

Acceptance 

P+“‘“(b) 

(1.32 f 0.13) x lo-’ 

6.5 GeV/c 

(0.55 f 0.05) x 1o-2 

6.5 GeV/c 

(0.61 f 0.06) x 1O-2 

6.5 GeV/c 

Ppyb) 6.5 GeV/c 8.75 GeV/c 12.25 GeV/c 

cra(in pb) 2.42 f O.l3(stat)+;:4;(sys) 1.68 f O.l5(stat)+;:;;(sys) 1.10 f O.ll(stat)+~:~~(sys) 
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TABLE IV. Dimuon cross section as a function of 64,, and Pi. The common systematic 

uncertainties (- _ ‘FE%) of the fit and of the luminosity (f3.6%) are included in addition to the 

statistical error. 

W,, (degree) Cross section (pb) 

O-22.5 0 11+0.19 
- -0.11 

1 26+0.57 
- -0.56 

45-67.5 2 25+0.81 
- -0.80 

90-112.5 

112.5-135 

135-157.5 

6 72+2.60 
' -2.54 

157.5-180 

P~b‘d(GeV/c) 

3-4 

4-5 

5-6 

6-7 

7-8 

64.19’1;:;; 

Cross section (pb) 

58.39f7.07 5.77 

33.64:;:;; 

18.03+;:4’; 

11.01+;:;; 

6 - g2+‘.“6 -1.38 
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